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Abstract. In part I of this article a correlation based model
for the developmental process of spatiotemporal receptive
fields has been introduced. In this model the development
is described as an activity-dependent competition between
four types of input from the lateral geniculate nucleus onto
a cortical cell, viz. non-lagged ON and OFF and lagged ON
and OFF inputs. In the present paper simulation results and a
first analysis are presented for this model. We study the de-
velopmental process both before and after eye-opening and
compare the results with experimental data from reverse cor-
relation measurements. The outcome of the developmental
process is determined mainly by the spatial and the temporal
correlations between the different inputs. In particular, if the
mean correlation between non-lagged and lagged inputs is
weak, receptive fields with a widely varying degree of direc-
tion selectivity emerge. However, spatiotemporal receptive
fields may show rotation of their preferred orientation as
a function of response delay. Even if the mean correlation
between two types of temporal input is not weak, direction-
selective receptive fields may emerge because of an intra-
cortical interaction between different cortical maps. In an
environment of moving lines or gratings, direction-selective
receptive fields develop only if the distribution of the direc-
tions of motion presented during development shows some
anisotropy. In this case, a continuous map of preferred di-
rection is also shown to develop.

1 Introduction

In the preceding paper [27] we derived a model for the devel-
opment of spatiotemporal receptive fields of cortical simple
cells. According to this model the development is driven by
spatiotemporal correlations between four types of input from
the lateral geniculate nucleus (LGN) onto a cortical cell, viz.
lagged and non-lagged ON and OFF inputs. The develop-
ment can be described by the following central equation:
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and d
dt

∣∣
u J

c,τ (x,α′) is given by the first two lines of (1).
Furthermore, the growth of the synapses is limited by upper
and lower bounds,

0≤ Jc,τ (x,α) ≤ JmaxA(x−α). (3)

All functions used in the above equations have been in-
troduced in [27]. In particular, spatiotemporal correlation
functions both for development before and after eye-opening
have been derived there. In the present paper we explore dif-
ferent scenarios for the competition between the four types of
spatiotemporal input from the LGN. In doing so, we demon-
strate in numerical simulations and in a first analysis that
the emergence of spatiotemporal receptive field properties,
in particular direction selectivity, can be understood in the
framework of activity-dependent learning. We will also clar-
ify the conceptual limitations that arise in a purely linear
developmental model as is studied here. In the first three
scenarios, we consider competition based on unstructured
spontaneous activity, as might be typical during development
before eye-opening. Uncorrelated noise in the photoreceptors
is filtered through the lagged and non-lagged spatiotempo-
ral receptive fields, resulting in correlations that depend on
certain parameters specifying those receptive fields. If the
mean correlation between lagged and non-lagged inputs to
the cortical cell is weak, a whole range of spatiotemporal re-
ceptive fields with different degrees of direction selectivity
can be observed, and the distribution of direction selectivi-
ties agrees well with that observed in reverse-correlation ex-
periments [3, 4]. However, the preferred orientations of the
lagged and non-lagged inputs to a cell are then uncorrelated,
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resulting in spatiotemporal receptive fields whose preferred
orientation changes with time. Experimentally, this feature
of a spatiotemporal receptive field appears to be uncommon,
at least in adult animals [2, 3, 26], although some authors
report receptive fields with preferred orientations that drift
over time [21, 24]. If the correlations between lagged and
non-lagged inputs are stronger, then the preferred orienta-
tions of the two types of input coincide but direction se-
lectivity fails to develop. We also demonstrate that simple
intracortical connections can result in spatiotemporal recep-
tive fields that are sensitive to the direction of motion, even
if the correlation between the two types of temporal input
is not weak. Again, this scenario produces spatiotemporal
receptive fields with preferred orientations that rotate with
time. We then consider a fourth scenario in which direc-
tion selectivity arises from development in an environment
of moving lines or gratings, as might arise due to patterned
vision and/or from spindle waves traversing the LGN dur-
ing sleep [11, 16]. We begin by studying the developmental
process assuming that patterns with only one particular di-
rection of motion occur as input. Such activity patterns lead
to mature receptive fields with both direction and orienta-
tion selectivities similar to those observed experimentally.
However, for the general case of arbitrary directions of mo-
tion, direction selective receptive fields develop in our model
only if some anisotropy remains in the distribution of the
directions of motion that are presented during development.
Feidler et al. [7] have studied how nonlinearities that sup-
press plasticity when the postsynaptic cell is poorly activated
can increase competition and allow direction selectivity to
emerge from isotropic input; we will return to this in the
Discussion.

The paper is organized as follows. In Sect. 2 the de-
tails of the simulation algorithm and the methods to derive
and analyze spatiotemporal receptive fields are described.
Simulation results of our model for four different scenarios,
including assumptions of either unstructured or structured
input activity, are presented in Sect. 3. A simple analysis
that explains the basic reasons for these simulation results is
presented in Sect. 4. We conclude our considerations with a
discussion of the results in Sect. 5.

2 Methods

2.1 Architecture of the network model and simulation
algorithm

To study the behavior of our developmental system in nu-
merical simulations we model cortical simple cells, non-
lagged ON and OFF inputs, and lagged ON and OFF in-
puts from the LGN by five square grids of thesamesize
where the retinotopic positions on all grids correspond to
each other. The number of neurons in each grid is 32× 32
or 23× 23, depending on the simulation. Each cortical cell
receives inputs from all four types of LGN cells. These input
neurons lie within a circle centered at the retinotopic posi-
tion of the cortical cell. The diameter of the circle is chosen
so as to extend over 13 or 11 neurons, depending on the
simulation. Periodic boundary conditions have been applied
throughout.

The simulation algorithm proceeds along the same steps
as the ones used by Miller [18]. A more detailed descrip-
tion of the algorithm can be found there. All four types of
synapse have been assigned random initial values uniformly
distributed over (1± snoise)A(x−α) with snoise = 0.2.

During each timestep of the simulation, the change
in synaptic strength d

dt

∣∣
u J

c,τ (x,α′) is calculated accord-
ing to the first two lines of (1). If the temporal correla-
tion function, cf. (16) in [27], is independent of the po-
sition α of the neuron in the LGN, the change in synap-
tic strength d

dt

∣∣
u J

c,τ (x,α′) can be calculated using Fourier
transforms, as described in [18]. In this case a grid size of
32× 32 neurons and an arbor diameter of 13 have been
used. On the other hand, if the form of the lagged re-
sponse and hence the temporal correlation depends onα,
d
dt

∣∣
u J

c,τ (x,α′) has to be calculated directly. This needs
more computer time. Accordingly, smaller grid and arbor
sizes have to be used, in particular, a size of 23 for the grid
and an arbor diameter of 11.

In most simulations the growth constantλ has been ad-
justed in such a way that the standard deviation for the
change in synaptic strength becomes 0.005 or 0.01 for the
first time step, depending on whether or not a spatially ho-
mogeneous network is used. This corresponds to a value for
λ of about 0.01 or 0.02. For some simulations we have tested
an even smaller growth constantλ, resulting in a standard
deviation of only 0.0025. Simulation results have not been
affected by lowering the growth constant in this way.

After the change in the synaptic strength,d
dt

∣∣
u J

c,τ (x,α′),
has been calculated, the result is subjected to the constraints
described in (2). If any of the synapsesJc,τ (x,α) falls
below the lower bound 0 or rises above the upper bound
JmaxA(x−α), the values are cut off at zero orJmaxA(x−α),
respectively. Once cut off, a synapse is “frozen”: it is there-
after assigned unconstrained derivative zero, and the sums in
both numerator and denominator in the definition ofε(x) (cf.
Eq. 2) are thereafter restricted to combinations{c, τ,α′,x}
that correspond to active (unfrozen) synapses. To correct for
the cutoff and to ensure that the total synaptic strength re-
ceived by one cortical cell remains fixed at 4

∑
αA(x−α),

immediately after the cutoffs all active synapses are mul-
tiplied by γ(x) = [4

∑
αA(x − α) − Jfrozen(x)]/Jactive(x).

Here,Jfrozen(x) and Jactive(x) are the sums over{c, τ,α′}
corresponding to frozen and active synapses, respectively,
of Jc,τ (x,α′). γ(x) is restricted to 0.8≤ γ(x) ≤ 1.2.

The simulation was stopped if more than 90% of the
synapses had reached their upper and lower bounds. This
took between 20 and 160 timesteps.

2.2 Derivation of spatiotemporal receptive fields
and calculation of receptive field properties

As an outcome of a simulation, we obtain the synaptic
weights of the four types of input from the LGN, i.e., non-
lagged and lagged ON and OFF inputs. We now have to
clarify how the spatiotemporal receptive field profiles are
derived from these synaptic weights. All steps in deriving
and analyzing the spatiotemporal receptive fields have been
chosen in such a way that they mimic as closely as possi-
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ble the approach taken in reverse correlation measurements;
cf. [3].

The response of a simple cell and hence its receptive
field is given by the sum of the different spatiotemporal
channels weighted by the synapses; cf. (2) in [27]. This sum
is convolved subsequently with the intracortical interaction
function.

To be more specific, we now consider a simple cell at a
cortical positionx that receives input from neurons in the
LGN within an arbor of radiusDA/2. In order to obtain the
receptive field of this cell, the temporal response profiles for
non-lagged and lagged inputs are multiplied by their synaptic
weights Jc,τ (x,α) and added up for each relevant LGN
positionα. Then the resulting quantities for ON- and OFF-
type inputs are subtracted. This corresponds to subtracting
the response profiles for dark and bright spots in a reverse
correlation measurement, as described in [27], Sect. 2.

It should be mentioned that we neglect the effects of the
center-surround profileRc(α − α′), which would result in
a slight smoothing of the spatial receptive field profiles but
does not change the spatial pattern of the receptive field.
This approximation has been discussed elsewhere [18].

A further convolution of the receptive field profile with
the intracortical interaction function is performed only in
those simulations where the form of the lagged response
does not depend on the LGN positionα. The only effect of
including cortical interactions on the receptive field profile
was to widen the spatial receptive field slightly.

In most cases one is interested in the response of the
cell to stimuli that are oriented along the preferred orien-
tation of the receptive field. We have therefore integrated
the spatiotemporal receptive field along its preferred orien-
tation. When a spatiotemporal receptive field is displayed in
this article the temporal axis and the spatial axisperpendic-
ular to the preferred orientation are shown. This approach
is consistent with the reverse correlation study of DeAngelis
et al. [3].

The response of a cell to a drifting sine wave grating
can now be derived easily with our assumption of linear re-
sponse, for the case of a grating with wave front parallel to
the preferred orientation of the cell. To this end, the Fourier
transform of the two-dimensional (i.e. integrated along the
preferred orientation) spatiotemporal receptive field is cal-
culated. The amplitude of the Fourier transform for a wave-
vector (k, ω) is now equivalent to the peak response of the
cell to a grating with a spatial frequencyk moving at a speed
v = ω/k.

Following DeAngelis et al. [3], adirection selectivity
index (DSI) is defined that characterizes the difference in
response of a sine wave grating for right- and leftward mo-
tion:

DSI =
Rp −Rn

Rp +Rn
. (4)

Rp andRn are the maximum amplitudes of the Fourier trans-
form within the first and second quadrant of thek-ω plane,
respectively.Rp corresponds to the peak response for right-
ward motion of the sine wave grating andRn to the peak
response for leftward motion. In this way a positive direction
selectivity index signals a preference of the cell for stimuli
moving rightward, and vice versa.

The preferred orientation and orientation selectivity have
been derived in a similar way to [18]. First, the ampli-
tude of the Fourier transform|JON,τ (x,k) − JOFF,τ (x,k)|
of JON,τ (x,α) − JOFF,τ (x,α) is calculated forτ ∈ {nl, l}
separately. This corresponds to the peak response of a cell
to a stationary sine wave grating with wave vectork for
the non-lagged and the lagged inputs alone. Subsequently,
the best response over all wave vectorsk in each 10◦ in-
terval between 0◦ and 180◦ is evaluated. This defines a
function Rτ (x, n) for n = 0, .., 17 and τ ∈ {nl, l}. For
the nth interval, a 2-D vector is constructed with length
Rnl(x, n) + Rl (x, n) and anglen × 20◦. The vector sum of
these 18 vectors gives a vectorνR(x), with length |νR(x)|.
The preferred orientation is defined as the angle of this vec-
tor divided by 2 and orientation selectivity as the ratio of
|νR(x)|/18 to the root mean square length of the 18 indi-
vidual vectors.

In order to evaluate how orientation selectivity is modi-
fied by combining lagged and non-lagged inputs, this quan-
tity is also calculated for non-lagged and lagged inputs sep-
arately. This is done by assigning a lengthRnl(x, n) or
Rl (x, n) instead ofRnl(x, n) +Rl (x, n) to the vector of the
nth interval. All other steps are performed in the same way
as described above.

3 Results: simulations

In this section the simulation results of our model are pre-
sented for four different scenarios. The first three scenarios
describe the case where uncorrelated noise in the photore-
ceptors drives the development, as might be typical for a
development before eye-opening. The correlation function
for this case has been derived in [27], Sect. 3. In the first
scenario (Sect. 3.1), the temporal response functions of non-
lagged and lagged inputs arethe samefor all input chan-
nels. This scenario is particularly suitable for the study of
the basic mechanisms underlying our model. In the second
scenario (Sect. 3.2), the form of the lagged response depends
in a random way on the positionα of the input cell on the
LGN grid, which seems to be more realistic for a biological
system. In a third scenario (Sect. 3.3), we demonstrate how
intracortical connections can cause a direction-selective re-
sponse, even if the weight distribution from the LGN to the
cortex is spatiotemporally separable and, hence, does not
give rise to a direction-selective receptive field by itself. In
the fourth scenario (Sect. 3.4), we study the development
of direction selectivity in an environment ofmoving pat-
terns. The corresponding correlation function has also been
calculated in [27], Sect. 3.

3.1 Constant correlations between non-lagged and lagged
inputs

The outcomes of two typical simulation runs for the first
scenario are shown in Figs. 1 and 3. In Fig. 1 the constant
fs that determines the form of the lagged response function
has been chosen to befs = 8.5 Hz; cf. (8) in [27]. This
results in a weak negative correlation between the two types
of temporal input channels: corr =−0.05, using (20) in [27]
which corresponds to the case of noise-driven development.
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Fig. 1. A 5×5 detail from a grid of 32×32 cortical neurons is dis-
played for a simulation of scenario I withweakcorrelations between
non-lagged and lagged inputs (fs = 8.5 Hz or corr =−0.05). The
spatial receptive fields for non-lagged and lagged inputs are shown
separately in the first line. These spatial receptive fields are obtained
by subtracting OFF from ON synaptic weights. Due to the low cor-
relation between the two types of temporal input, the non-lagged
and lagged orientation maps develop nearly independently, and the
non-lagged and lagged spatial receptive fields of one cortical cell
can have different phases and orientations. This results in spatiotem-
porally non-separable receptive fields that are direction-selective, as
shown, e.g., in the bottom line. Spatiotemporal receptive fields are
calculated by multiplying the spatial receptive fields of non-lagged
and lagged inputs by their respective temporal response function,
adding them, and integrating the result along the axis of preferred
orientation. The direction selectivity index as defined by (4) can be
found underneath each spatiotemporal receptive field

In the top line of Fig. 1 the difference between ON and
OFF inputs is displayed for a 5× 5 detail of the whole
32× 32 grid for non-lagged and lagged channels. Each of
the small squares corresponds to one cortical cell and shows
the distribution of synaptic weights that link this cell with
cells in the LGN that are located in a 13×13 grid centered at
the retinotopic position of the cortical cell. A single square
thus corresponds to the cell’s spatial receptive field, split
into non-lagged and lagged inputs. White denotes positive
values or predominantly ON inputs, black indicates negative
values or predominantly OFF inputs.

The spatial receptive fields formed by non-lagged or
lagged inputs alone each develop an orientation map. By
orientation map, we mean that the ON and OFF inputs
form elongated subregions within the receptive field of each
cortical cell, the orientation of which varies fairly continu-
ously from cell to cell. The phase of these receptive fields
also varies. The notion of thephaseof a spatial receptive
field goes back to the modeling of simple cell receptive
fields by Gabor functions, that is, by functions of the form
J(α) = exp(−|α|2/(2A)) cos(k · α + θ) [10]. Accordingly,
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Fig. 2. Distribution of the absolute value of the direction selectivity index
for a simulation run withfs = 8.5 Hz, which corresponds to a weak negative
correlation between non-lagged and lagged inputs of corr(fs) = −0.05.
The distribution resembles closely the distribution of|DSI| obtained from
reverse correlation measurements as presented in [3]

for phase 0 an ON or OFF subregion is centered in the mid-
dle of the receptive field, whereas for a phase ofπ/2 ON
and OFF subregions of the same size form the right and the
left half of the receptive field. The question of what types
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Fig. 3. The same subplots as in Fig. 1 are shown, but now for
strong correlations between non-lagged and lagged inputs; here
fs = 15.3 Hz corresponding to corr(15.3) = 0.3. The spatial
orientation maps for non-lagged and lagged inputs are nearly
identical. Hence the resulting spatiotemporal receptive fields
are all spatiotemporally separable and the direction selectivity
of all cells is weak

of orientation maps develop in which parameter regime has
already been discussed in great detail elsewhere [18].

Since the activity correlation between non-lagged and
lagged inputs is very weak, and each develops from dif-
ferent (random) initial conditions, the maps of lagged and
non-lagged inputs develop nearly independently. Hence, the
orientation and the phase of the non-lagged and lagged spa-
tial receptive field ofonecortical cell will be nearly uncor-
related.

To obtain a spatiotemporal receptive field, the spatial
receptive fields for the two temporal input types are multi-
plied by their respective temporal response function and then
added, as described in the previous section. In the third row
of Fig. 1, the spatiotemporal receptive fields are displayed
after an integration along the preferred orientation (this pre-
ferred orientation is the orientation of a grating stimulus that
yields maximum combined non-lagged and lagged input to
the cell; it need not correspond to the preferred orientation
of either the non-lagged or lagged inputs alone). The direc-
tion selectivity index of each cell can be found underneath
the receptive field.

A good example of a cell that shows strong direction se-
lectivity is the one in the center of the bottom row. The ON
and OFF subregions are tilted clockwise in thex-t plane. The
cell therefore responds better to leftward than to rightward
motion; cf. Fig. 1 in [27]. If one goes back to the respec-
tive spatial receptive fields of the lagged and the non-lagged
inputs, one notices that the non-lagged input has a phase
of aboutπ/2, whereas the lagged input has approximately
zero phase. We will demonstrate later on in more detail that
a difference in phase between the lagged and non-lagged
inputs is anessentialprerequisite for the emergence of a
direction-selective response to an elongated stimulus.

In contrast, for example the spatiotemporal receptive
field in the top right corner is nearly spatiotemporally sepa-
rable. That is, it can be described by the product of a spatial
and a temporal response function. This type of receptive field
responds equally well to rightward and leftward motion, as
is indicated by the low direction selectivity index of−0.081.
The corresponding spatial receptive fields for non-lagged and
lagged inputsboth have a phase near±π/2. This example
demonstrates that a whole range of spatiotemporal receptive
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Fig. 4.The spatial receptive fields
for non-lagged and lagged chan-
nels have been modeled by Ga-
bor functions. A non-lagged input
with a spatial phase ofθnl = 90◦
is combined with a lagged input
of eitherθl = 90◦, θl = 135◦, or
θl = 210◦ (from left to right). The
spatial receptive fields (nl and
l), integrated along the axis of
preferred orientation, and the re-
spective temporal response func-
tions are shown in the first two
double-rows; cf. (5). In the third
and fourth row, the resulting spa-
tiotemporal receptive fields and a
contour plot of the amplitudes of
their Fourier transforms are dis-
played. The direction selectivity
index increases from left to right,
as becomes obvious from a grow-
ing difference in the peak am-
plitude of the Fourier transform
between the first and the second
quadrant. We have assigned the
valuesA = 64 andK = 0.15
to the parameters of the Gabor
functions according to (5). Fur-
thermore, we have taken a value
of 9.2 Hz for the parameterfs =
ωs/(2π) of the lagged response
function

fields with different degrees of direction selectivity emerges
if there is only a weak correlation between the two types of
temporal input channels.

We have plotted the corresponding distribution of the
absolute value of the direction selectivity index in Fig. 2.
This histogram can be compared with the distribution of the
quantity that one obtains from reverse correlation measure-
ments. There is good agreement between this and Fig.17c
of DeAngelis et al. [3], i.e. between experiment and model
prediction.

However, there appears to be a problem in this scenario.
Since non-lagged and lagged synapses are growing nearly in-
dependently, both types of temporal input not only develop
different spatial phases, resulting in a direction-selective re-
ceptive field, but also different preferred orientations. The
second cell from the left in the first row of the bottom pic-

ture of Fig. 1 may serve as an example of this case. Different
orientations of non-lagged and lagged inputs correspond to
a rotation of the preferred orientation in time, a feature that
is rarely seen in simple cell responses [2, 3, 26], although
some reports support the hypothesis of preferred orientation
drifting in time [21, 24].

We now turn to Fig. 3 where the constant that determines
the form of the lagged response has been taken to befs =
15.3 Hz. In this case the correlation between non-lagged and
lagged channels becomes corr(15.3) = 0.3. Again the top
row of Fig. 3 shows the orientation map for non-lagged and
lagged inputs separately. Because of the correlation between
the two types of channel, the non-lagged and lagged maps
are nearly identical and agree both in orientation and phase
for each cortical cell. Hence, the resulting spatiotemporal
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receptive fields are all spatiotemporally separable and show
only very weak direction selectivity.

To investigate more closely what factors determine the
direction selectivity of a simple cell in our model, we will
now approximate the spatial receptive fields of non-lagged
and lagged inputs by Gabor functions and vary the phase
and orientation of these functions systematically. If a bar is
presented as a stimulus, the spatial receptive fields and hence
the Gabor functionsJ(α) = exp(−|α|2/(2A)) cos(K τ ·α+θτ )
have to be integrated along the orientation of the stimulus
and one obtains

Jτ (α) =
√

2πA exp

(
− α2

2A

)
cos(Kα + θτ ) (5)

with τ ∈ {nl, l}, where we have assumed that the bar is
oriented parallel to the preferred orientation along theβ-axis.
It should be noted that the phases of the Gabor functions are
not affected by the integration.

Figure 4 shows three examples in which a non-lagged
input with a spatial phase ofθnl = 90◦ is combined with
a lagged input with either the same phase, a phase ofθl =
135◦, or a phase ofθl = 210◦.

In the first two rows of Fig. 4, the integrated spa-
tial receptive fields and the temporal response functions
for lagged and non-lagged inputs are displayed. The third
and fourth lines show the resulting spatiotemporal recep-
tive fields and the amplitudes of their Fourier transforms.
For θnl = θl = 90◦, the receptive field is spatiotemporally
separable, the amplitude of the Fourier transform is symmet-
ric with respect to thek-axis1, and hence the cell responds
in the same way to a bar moving rightward or leftward. For
phasesθl = 135◦ andθl = 210◦, one can observe a growing
difference between the amplitudes in the first and second
quadrant of the Fourier transform, corresponding to an in-
crease in the direction selectivity index.

In Fig. 5, the dependence of the direction selectivity in-
dex upon the difference between the lagged and the non-
lagged phase of the Gabor functions is displayed for a non-
lagged spatial phaseθnl = 90◦. To be consistent with our
analysis of the receptive fields that stem from the devel-
opmental model, direction selectivity has been evaluated
numerically for this plot. The direction selectivity index
grows with increasing phase difference up to a maximum
at θl − θnl ≈ 120◦, and decreases thereafter.

To summarize, the emergence of direction selectivity is
caused by adifference in spatial phaseand not orientation
for the non-lagged and lagged inputs. The phase difference
that leads to a maximum direction selectivity index depends
on the exact form of the temporal response functions and the
spatial receptive field profiles. In the scenario under consid-
eration this phase difference is due to a (nearly) independent
development of the spatial map for the non-lagged and the
lagged inputs, but comes at the cost of uncorrelated ori-
entation maps for the two input types and hence preferred
orientations that rotate with time.

We now investigate in more detail how the outcome of
the simulations depends on the correlation between non-
lagged and lagged inputs. In Fig. 6 the mean direction se-

1 Since the response function is real, the Fourier transform is always
symmetric with respect to the origin
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Fig. 5. The direction selectivity index (DSI) has been plotted against the
spatial phase difference between lagged and non-lagged inputs. The spatial
receptive fields for the two types of temporal input have been modeled by
Gabor functions. The parameters of the Gabor functions and the lagged
response function have been chosen as in Fig. 4. It can be recognized that
for a linear model of direction selectivity a maximum value of DSI≈ 0.6
can be obtained
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Fig. 6. The mean direction selectivity index (DSI) and the mean orientation
selectivity index (OSI), together with their standard deviations, have been
plotted as a function offs. The parameterfs determines the form of the
lagged response function and hence the correlation between non-lagged and
lagged inputs, as is shown in the bottom graph. The average is performed
over all 32× 32 cortical neurons of one simulation run. Thedashed curve
in the center graph displays the OSI for lagged inputs alone

lectivity index (DSI) and the mean orientation selectivity
index (OSI), as defined in Sect. 2.2, have been plotted for
various values of the parameterfs. This parameter deter-
mines the functional form of the lagged response and hence
the temporal correlation between non-lagged and lagged in-
puts. The function corr(fs) is shown in the graph at the
bottom of Fig. 6. The DSI and OSI are averaged over the
32× 32 cortical cells of one simulation run.

The mean DSI reaches a maximum of about 0.25 near
fs ≈ 9.2 Hz, which corresponds to corr = 0. At the same
value forfs, the mean OSI is at a minimum. The dashed line
shows the OSI of the lagged inputs alone for comparison.
If the correlation increases or decreases, the DSI decreases
to zero and the OSI approaches the value of the non-lagged
inputs. Both effects are due to an increasing positive or neg-
ative overlapm(x) between the lagged and the non-lagged
spatial receptive fields. The overlap is defined as a number
between−1 and 1,
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Fig. 7. The mean overlap as defined in (6), averaged over all 32×32 cortical
cells of one simulation run, has been plotted as a function of the temporal
correlation corr. It can be recognized from the above figure that a small
overlap can be obtained for weak correlations between non-lagged and
lagged inputs. Only a small overlapm, however, is compatible with a
spatial phase shift between non-lagged and lagged inputs, which in turn is
necessary for the emergence of direction selectivity

m(x) =

∑
α JD,nl(x,α)JD,l (x,α)√[∑

α
(
JD,nl(x,α)

)2
] [∑

α
(
JD,l (x,α)

)2
] (6)

with JD,τ (x,α) = JON,τ (x,α) − JOFF,τ (x,α) for τ ∈
{nl, l}. The meanm(x) averaged over all cortical neurons
of one simulation run and its standard deviation have been
plotted as a function of corr in Fig. 7. The overlap is very
weak for correlations near zero and approaches the max-
imum and minimum value of±1 for corr(fs) > 0.2 and
corr(fs) < −0.2.

The growing or falling overlap has two effects, namely,
a loss of the (random) spatial phase difference between non-
lagged and lagged inputs resulting in a decreasing DSI, and
an increasing alignment of the preferred orientations of the
lagged and the non-lagged inputs leading to an increase of
the total orientation selectivity index (OSI).

3.2 Variable correlations between non-lagged
and lagged inputs

Throughout the previous subsection, we have assumed that
the functional form of non-lagged or lagged inputs is the
same for all such inputs. We now turn to a second scenario in
which the above assumption is not made. In this scenario, the
lagged response function and hence the correlation between
non-lagged and lagged inputs depends in a random way on
positionα in the LGN grid. We address the question whether
and, if so, to what degree the simulation results we have
described in Sect. 3.1 are stable against random fluctuations
in the temporal part of the correlation function. To this end,
the parameterfs of the lagged input function is drawn from
an interval according to a uniform distribution.

For the simulation runs summarized in Fig. 8, the inter-
val of thefs values is chosen in such a way that the mean
temporal correlation is zero and the standard deviation of the
correlation takes a certain assigned value. Both the mean di-
rection selectivity index and the mean orientation selectivity
index remain basically unchanged as the standard deviation
is increased. In the last row of Fig. 8, the interval of thefs
values (solid bar) and the minimum and maximum values of
the correlation (dashed bar) that correspond to a certain stan-
dard deviation are shown. Even when the correlation varied
between−0.65 and 0.37, the mean direction selectivity in-
dex did not change significantly. If the mean correlation is
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Fig. 8.The absolute values of the mean direction selectivity index (DSI) and
the mean orientation selectivity index (OSI) have been plotted for the case
of variable correlations between non-lagged and lagged inputs. For each
LGN positionα, the fs value is drawn from an interval that is indicated
by the solid error bar in the bottom graph. The corresponding minimum
and maximum values of corr are visualized by the dashed error bars. The
interval is chosen in such a way that< corr> = 0. Increasing the interval
is equivalent to increasing the standard deviation dev(corr) of the temporal
correlation. The OSI of lagged inputs alone is plotted as adashed linein
the center graph for comparison
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Fig. 9. The dependence of the direction selectivity index (DSI) upon the
mean correlation< corr > between non-lagged and lagged inputs is dis-
played for scenario II. The parameterfs is drawn from such an interval
that a certain assigned value of< corr > and a standard deviation of
dev(corr) = 0.14 are obtained. The angular brackets denote an average for
all 23× 23 cells of one simulation run

increased and the standard deviation is kept fixed, the direc-
tion selectivity index drops in the same way as in the case
of constant correlations; cf. Fig. 9 and Fig. 6.

To summarize, to obtain strongly direction-selective re-
ceptive fields notall inputs have to be tuned in such a way
that the temporal correlation between lagged and non-lagged
inputs is as low as in Sect. 3.1. A necessary requirement,
however, is, that themeantemporal correlation assumes a
low value.

At the moment there is no experimental evidence for the
validity of the requirement that the mean temporal correla-
tion between non-lagged and lagged inputs be low. We can
only give arguments for its plausibility based on a model of
linear response; cf. [27], Sect. 3. First, if one chooses param-
eter values for the linear response function of the non-lagged
and lagged inputs that are in agreement with measurements
of Saul and Humphrey [22], the resulting corr is small. Sec-
ond, from an information processing point of view, it seems
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reasonable to use orthogonal functions to analyze different
aspects of the inputs. Orthogonality of the two linear re-
sponse functions, however, is equivalent to a vanishing tem-
poral correlation function corr.

3.3 Direction selectivity due to intracortical interaction

In both scenarios considered so far, direction selectivity is
due to a spatiotemporally non-separable distribution of the
weights from the LGN to the cortex. In the following we
investigate a variant of the scenario described in Sect. 3.1,
in which positive or negative correlations between the two
types of temporal input no longer allow a (nearly) inde-
pendent development of non-lagged and lagged synapses.
Instead, the overlap (6) between the non-lagged and lagged
weights approachesm = ±1, as is illustrated by Fig. 7.
Within these limits, the spatiotemporal receptive fields can
be written

Q(x,α, t) = Q(x,α)[Lnl(t)± Ll (t)], (7)

with Q(x,α) = JON,nl(x,α) − JOFF,nl(x,α). Since the re-
ceptive field is spatiotemporally separable, direction selec-
tivity is lost.

We will now propose a simple cortical wiring scheme
that gives rise to direction-selective receptive fields, even if
the weight distribution from the LGN to the cortex is spa-
tiotemporally separable. To this end we consider two groups,
A and B, of cortical neurons that each form a cortical orien-
tation map. A schematic drawing of our model can be found
in Fig. 10. Neurons in the two groups are assumed to re-
ceive ON and OFF inputs with a non-lagged and a lagged
temporal response characteristic from the LGN. However,
cortical cells in the two groups are linked to different layers
in the LGN, which can result in a different time structure for
non-lagged and lagged inputs and, furthermore, in a different
sign of the temporal correlation corr for the two groups.

During development there is no coupling between the
two groups, so that two uncorrelated mapsQA(x,α) and
QB(x,α) develop. We now turn to the emerging temporal
response structure. We assume that corr> 0.2 for group A
and corr< −0.2 for group B. This results in an overlapm =
1 andQA(x,α, t) = QA(x,α)[Lnl(t) + Ll (t)] for group A,
whereasm = −1 andQB(x,α, t) = QB(x,α)[Lnl(t)−Ll (t)]
is obtained for group B. The receptive fields for the two
groups are spatiotemporally separable and, hence, not direc-
tion selective. Both the spatial and the temporal part of the
receptive field are, however, different for the two groups.

After the receptive field structure for the two maps has
been established, further intracortical connections in addi-
tion to the ones between neighboring neurons within one
cortical map develop. These connections link neurons of the
two groups whose receptive fields cover the same area in the
visual field. These types of connection are common among
cortical maps [19]. The effect of these intracortical connec-
tions is modeled by summing the outputs of the linked cells.
A combined spatiotemporal receptive field then takes the
form

Q(x,α, t) = QA(x,α)[Lnl(t) +Ll (t)]

+QB(x,α)[Lnl(t)− Ll (t)] . (8)

group A group B

Cortex

LGN

Retina

Fig. 10. Connectivity of the third scenario. Two cortical neurons from
group A and B and their underlying visual pathway are displayed schemati-
cally. The receptive fields of both neurons cover the same area in the visual
field. They are therefore fed by the same photoreceptors in the retina. How-
ever, cortical neurons from group A and B receive inputs from different
layers of the LGN, as indicated by the separate rectangles. Intracortical
processing between the two groups has been modeled in an extremely sim-
plified way, i.e., by simply adding the outputs of the two neurons
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Fig. 11. Distribution of the absolute value of the direction selectivity index
for the third scenario. Neurons in group A received lagged input withfs =
15.3 Hz, neurons in group B withfs = 5.8 Hz. Therefore, non-lagged and
lagged inputs are positively correlated for group A [corr(15.3) = 0.3] and
negatively correlated for group B [corr(5.8) =−0.3]

These receptive fields are no longer spatiotemporally sepa-
rable and may show direction selectivity.

The mechanism that underlies direction selectivity in this
scenario is quite similar to the one described in Sect. 3.1; cf.
Fig. 1. Two separable receptive fields that differ in their spa-
tial phase (and orientation) in a random way and that have
different temporal response functions are added. The upshot
is that combined receptive fields with a varying degree of
direction selectivity emerge. Figure 1 applies to the third
scenario as well, ifLnl(t) is replaced byLnl(t) + Ll (t) and
Ll (t) by Lnl(t)−Ll (t). The distribution of the DSI has been
plotted in Fig. 11 for a simulation run withfs = 15.3 Hz for
the layer in the LGN that projects to cells in group A, and
fs = 5.8 Hz for the layer that projects to cells in group B.
These values offs correspond to temporal correlations of
corr(15.3) = 0.3 and corr(5.8) = −0.3. The distribution is
in agreement with results from reverse correlation measure-
ments; cf. Fig 17.a in [3].

We will briefly mention two possible variants of this sce-
nario. First, one could assume that non-lagged and lagged
inputs grow into different cortical sub-layers and form two
cortical maps of their own. If these two cortical maps de-
velop independently initially, and if subsequently intracor-
tical connections grow between those cells whose receptive
fields correspond to the same retinotopic position, direction-
selective receptive fields emerge in the same way as de-
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Fig. 12. The receptive fields of five neighboring cells of the
whole 32× 32 grid are shown for the case of a narrow bar of
light sweeping across the retina from left to right at a speed of
v = 15◦/s. This corresponds to the correlation functions shown
in [27], Fig. 4. The subplots are arranged in the same way as
in Fig. 1. All receptive fields are oriented along they-axis and
respond strongly to rightward motion. As has been discussed
in Sect. 3.1 (cf. also Fig. 5), a spatial phase shift between
non-lagged and lagged inputs that can be clearly recognized
in the first line of the above figure underlies the emergence of
direction-selective receptive fields

scribed above. The only difference is that, in formula (8),
the expressionLnl(t) +Ll (t) has to be replaced byLnl(t) and
Lnl(t)−Ll (t) byLl (t). Consistent with this, simple cells with
exclusively lagged-like temporal responses are found in the
lower part of layer 4 (and the adjacent upper layer 5) in
cat V1 [23], suggesting that these cells receive exclusively
lagged-cell LGN input. However, the orientation maps of
these simple cells may well be linked to that of the cells in
adjacent sub-layers receiving non-lagged input.

Second, the development of the intracortical connections
could also follow some type of Hebbian rule. Then cells with
correlated outputs would be linked automatically. If oriented
waves that sweep across the retina [17] or LGN [11, 16]
drive the development during this period, rather than uncor-
related noise, this would lead to linkage of two receptive
fields that cover the same area in the visual field and re-
spond to similar preferred orientations, but that may differ
in spatial phase. We will describe simulation results for this
case in a future article.

3.4 Development in an environment of moving gratings

Throughout the first three scenarios, the development of spa-
tiotemporal receptive fields was driven by uncorrelated noise
in the photoreceptors. In contrast, we now turn to the case
of structured input during the growth of the synapses. There
are various sources of structured input to the photoreceptors,
including spontaneous activity waves during sleep [11, 16]
and natural visual input.

In [27], Sect. 3, we have derived the correlation functions
for the case of narrow bars moving across the retina in one
particular direction; cf. Fig. 4 in [27] . As a first step, we
will now investigate the development under this special type
of correlation function. As a second step, we will then turn
to the more general case of patterns that move in arbitrary
directions across the retina.

The outcome of a typical simulation for the case of a
narrow bar of light moving from left to right is shown in
Fig. 12. The corresponding correlation function is displayed
in [27], Fig. 4. The subplots in Fig. 12 are arranged in the
same way as the subplots in Fig. 1. In the top line of Fig. 12,
the differences between the synaptic weights of ON and OFF
inputs are displayed for a 1× 5 detail of the whole 32× 32
grid, separately for non-lagged and lagged inputs. To obtain
the spatiotemporal receptive fields shown in the bottom line
of Fig. 12, the non-lagged and lagged inputs are multiplied
by their corresponding temporal response functions, added,
and subsequently integrated along their preferred orienta-
tion. As becomes obvious from the subplots for non-lagged
and lagged inputs, all receptive fields are oriented perpen-
dicularly to the direction of motion. Furthermore, all lagged
inputs show a spatial shift to the left as compared to the non-
lagged inputs. This results in a strong direction selectivity
of the spatiotemporal receptive fields for leftward motion,
as can be recognized from the high positive direction selec-
tivity index noted under the spatiotemporal receptive fields
in Fig. 12. The direction selectivity is due to a spatial phase
shift between non-lagged and lagged inputs, as has been dis-
cussed in detail in Sect. 3.1.

It can be understood easily why receptive fields with a
spatial phase shift between non-lagged and lagged inputs
develop in a model of correlation based learning, if moving
patterns are presented as an input to the retina. A synapse
will grow if the input fed into this synapse is correlated to
all other inputs. For the case of patterns moving from left
to right, a strong correlation between non-lagged and lagged
inputs corresponds to a spatial shift of the lagged inputs
to the left as compared to the non-lagged inputs, since the
spatial shift compensates for the delayed response of the
lagged inputs.

We now turn to the general case of patterns sweeping
across the retina with varying directions of motion. To model
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Fig. 13.The mean direction selectivity index (DSI) has been plotted against
the range of directions of motion that were present during development.
This situation has been modeled by averaging the correlation function for
this case over the corresponding range of angles; cf. Fig. 4 in [27]. The
error bars indicate the maximum and minimum values obtained during a
simulation run. As the isotropy of the correlation function increases, the
direction selectivity is lost

this situation, the correlation function in [27], Fig. 4, is aver-
aged over different directions, resulting in rotationally sym-
metric correlation functions. In Fig. 13, the mean direction
selectivity index has been plotted against the range of direc-
tional angles for which the average was calculated.

It becomes obvious that, as the range of angles and hence
the isotropy of the correlation function increases, the direc-
tion selectivity of the receptive fields vanishes. This is due
to a loss of the spatial phase shift between non-lagged and
lagged inputs.

Similar results are obtained if the correlation function of
Fig. 4 in [27] is rotated during a simulation run. Direction-
selective receptive fields will develop only if the rotation is
not performed too quickly. In this case, however, the dis-
tribution of the directions of motion the cells are sensitive
to will not be isotropic, as is illustrated by the following
example. In Fig. 14 a direction selectivity map on a 32×32
grid of neurons has been plotted for the case where the cor-
relation function is rotated by a multiple of 90◦ at every
eighth timestep. The whole simulation run took 22 timesteps.
The small lines indicate the preferred orientation of a cell,
whereas the arrows indicate the preferred direction of mo-
tion. The degree of direction selectivity corresponds to the
length of the arrow. Cells with different degrees of direction
selectivity emerge from the development. The mean direc-
tion selectivity index takes a value of 0.15.

In Fig. 15 the preferred orientations of non-lagged and
lagged inputs are displayed separately. The preferred ori-
entations of non-lagged and lagged inputs are well aligned
and, hence, do not rotate in time as may happen in the first
three scenarios. However, as was noted above and as can be
recognized in Fig. 14, the cells develop a weak preference
for downward motion on average, due to the comparatively
slow rotation of the correlation function. If one reduces the
number of timesteps during which a particular direction of
motion is presented, the preferred directions of motion of

Fig. 14. Direction selectivity map for the case of structured input with
patterns moving across the retina in arbitrary directions of motion. We
model this situation by rotating the correlation function in [27], Fig. 4 at
every eighth timestep during a simulation run. For every cell of the whole
32× 32 grid, the preferred direction of motion is coded by a small arrow
whose length corresponds to the degree of direction selectivity. The lines
perpendicular to the arrows symbolize the preferred orientation of the cells.
Different cells show a preference for different directions of motion with
widely varying degrees of direction selectivity

different cells become distributed more isotropically, but at
the expense of a decreasing mean direction selectivity.

We conclude that in an environment of moving gratings
and for a linear Hebbian rule, as is used in this article, di-
rection selective receptive fields develop only if the correla-
tion function that drives the development is not completely
isotropic. A possible nonlinear extension of our Hebbian rule
that can result in direction-selective receptive fields even for
the isotropic case has been proposed recently by Feidler et
al. [7].

4 Results: analysis

Let us start by considering the case where lagged and non-
lagged inputs have identical preferred orientations. Then, as
shown previously (Sect. 3.3; Eq. 7), either a 0◦ or a 180◦
spatial phase difference between lagged and non-lagged in-
puts leads to a spatiotemporally separable receptive field.
Thus, an intermediate spatial phase difference is a prerequi-
site for direction selectivity of the linear spatiotemporal re-
ceptive field. Intuitively, direction-selective receptive fields
result when lagged and non-lagged inputs are approximately
in quadrature, i.e. about 90◦ apart in spatial phase.

For such a receptive field to result from a correlation-
based rule, the non-lagged inputs of a given center-type at
a given spatial positionα are to be “best-correlated” with
lagged inputs of the same center-type at some shifted spatial
positionα − ε, whereε points in the preferred direction.
Such correlations will exist, if the lagged inputs atα − ε
tend to receive excitation somewhat before the non-lagged
inputs atα, with a time delay corresponding to the differ-
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Fig. 15. The preferred orientations for non-lagged and lagged inputs are
displayed separately for the simulation run of Fig. 14. In contrast to the
first three scenarios, both orientations are well aligned, that is, the preferred
orientation does not change with time

ence between lagged and non-lagged response times. This
occurs naturally in an environment of gratings drifting at an
appropriate velocity in the directionε. However, a grating
moving in the opposite direction with the same velocity will
best correlate the same non-lagged cells atα with a set of
lagged cells atα + ε, that is, shifted in the opposite spatial
direction. Assuming that the functional form of the lagged
response is independent of the LGN positionα, then aver-
aging over gratings moving in both directions will lead the
non-lagged/lagged correlations to be symmetric about spatial
separation 0. This is sufficient to prevent the development
of spatial phase shifts other than 0◦ or 180◦ if preferred
orientations are matched, as we will show below.

This is the intuitive reason why we can only achieve di-
rection selectivity in our model by (a) decorrelating lagged
and non-lagged inputs so that their developments are inde-
pendent and their preferred orientations are not matched or
(b) allowing weights to develop in an anisotropic environ-
ment, or at least one that is anisotropic when averaged over a
time relevant to receptive field development. If preferred ori-
entations are matched and correlations are symmetric about
spatial separation 0, direction selectivity will not arise from
our simple linear rule.

We now show why a symmetric correlation function pre-
vents development of direction selectivity, if lagged and
non-lagged preferred orientations are matched. For the sce-
narios described in Sects. 3.1 and 3.3 the functional form
of the lagged response is independent of the LGN posi-
tion α, and the correlation function factorizes into a spatial
and a temporal part:Cc,c′;τ,τ ′

(α,α′) = Cτ,τ ′
Cc,c′ (α,α′)

for c = ON,OFF andτ = nl,l, with Cτ,τ ′
given by Eq. (19)

in [27]. Note thatCτ,τ ′
= Cτ ′,τ . The spatial correlations

should obeyCc,c′ (α,α′) = Cc′,c(α′,α), that is, the corre-

lation of the activities of two inputs does not depend on the
order in which the two are considered. By translation in-
variance, these correlations depend only on the spatial sep-
aration of two inputs, and not on each position separately:
Cc,c′ (α,α′) = Cc,c′ (α−α′). If the spatial correlation func-
tions are also symmetric about zero, Cc,c′ (x) = Cc,c′ (−x),
then the correlation functions are unchanged under inter-
change ofc andc′: Cc,c′ (x) = Cc′,c(x).

With these assumptions, the developmental equation (1)
is unchanged whenτ and τ ′ interchange and also whenc
and c′ interchange. As analyzed in [6, 20] and by Erwin
and Miller (unpublished manuscript), because of these two
symmetries, (1) may be diagonalized by transformation to
the following basis,

JSS = (JON,l + JOFF,l ) + (JON,nl + JOFF,nl) , (9)

JSD = (JON,l + JOFF,l )− (JON,nl + JOFF,nl) , (10)

JDS = (JON,l − JOFF,l ) + (JON,nl − JOFF,nl) , (11)

JDD = (JON,l − JOFF,l )− (JON,nl − JOFF,nl) . (12)

Here, ‘S’ stands for sum and ‘D’ for difference; the first
superscript inJAB, A,B ∈ {S,D}, tells whether center types
are summed or subtracted, and the second superscript tells
the same for temporal types. The linear developments (be-
fore synaptic saturation is reached, Eq. 3) ofJSS, JSD, JDS,
andJSS are independent of one another. Their unconstrained
developments are determined by:

dJAB(x,α, t)
dt

= λA(x−α)
∑
x′

I(x,x′) (13)

×
∑
α′

CAB(α,α′)JAB(x′,α′, t)

where, usingC l,l = Cnl,nl = 1 andC l,nl = Cnl,l = corr (cf.
Eq. 20 in [27]),2

CSS = (CON,ON +CON,OFF)(1 + corr) , (14)

CSD = (CON,ON +CON,OFF)(1− corr) , (15)

CDS = (CON,ON − CON,OFF)(1 + corr) , (16)

CDD = (CON,ON − CON,OFF)(1− corr) . (17)

The constraints (2) alter only the equation forJSS, subtract-
ing 4ε(x)A(x−α) from that equation in (13).

Let eAB
i (x,α) be theith eigenfunction of the linear de-

velopment equation forJAB, with eigenvalueλAB
i , and let

JAB
i (0) be the component of this eigenvector in the initial

(t = 0) random weight configuration. Then the solutions to
the linear developmental equations can be written

JAB(x,α, t) =
∑
i

JAB
i (0) exp(λAB

i t) eAB
i (x,α) . (18)

The eigenfunctions corresponding to the largest eigenvalues
will grow fastest and reach the upper and lower bounds first,
where the weights are frozen. The structure of the emergent
receptive fields will therefore resemble closely the leading
eigenfunctions of the development equation, that is, they
should approximate a mixture of the eAB

i (x,α) with the
largest eigenvaluesλAB

i .

2 Note, by the assumed symmetries, thatCON,ON = COFF,OFF,
CON,OFF = COFF,ON
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The patternsJDS andJDD are of particular interest since
they describe the difference between ON and OFF inputs.
Furthermore, these patterns are expected to have the largest
eigenvalues. Because the linear constraints exclusively affect
the development ofJSS, and lower its eigenvalues, these
leading eigenfunctions are not expected to include patterns
of JSS. Finally, on the assumption thatCON,OFF is roughly of
opposite sign as a function of distance toCON,ON (e.g. [14,
15, 17]), (CON,ON−CON,OFF) will generate larger eigenvalues
than (CON,ON+CON,OFF). Thus, we assume that the leading
eigenfunctions will be those ofJDS and/orJDD, and restrict
attention to those two weight structures.

We consider three cases: corr≈1, corr≈−1, and corr=0.

1. For corr≈ 1, JDS dominates. Growth of a spatial pat-
tern eDS

i (x,α) of JDS represents growth of a pattern
proportional toJON,l (x,α) = JON,nl(x,α) = eDS

i (x,α),
JOFF,l (x,α) = JOFF,nl(x,α) = −eDS

i (x,α). That is,
development ofJDS corresponds to identical receptive
fields for lagged and non-lagged inputs: identical pre-
ferred orientations and 0◦ spatial phase difference.

2. For corr≈−1, JDD dominates. Growth of a spatial pat-
tern eDD

i (x,α) of JDD represents growth of a pattern
proportional toJON,l (x,α) = JOFF,nl(x,α) = eDD

i (x,α),
JOFF,l (x,α) = JON,nl(x,α) = −eDD

i (x,α). That is, de-
velopment of JDD corresponds to opposite receptive
fields for lagged and non-lagged inputs: identical pre-
ferred orientations and 180◦ spatial phase difference.

3. For corr = 0,JDS andJDD are determined by the same
linear operator, and thus have identical eigenvectors and
eigenvalues. Because of this degeneracy, the develop-
ment can equally be described as independent develop-
ment of any two orthogonal linear combinations ofJDS

andJDD. In particular, we can choose (JDS + JDD)/2 =
(JON,l − JOFF,l ) and (JDS− JDD)/2 = (JON,nl − JOFF,nl).
Thus, lagged and non-lagged receptive fields develop in-
dependently: preferred orientations of lagged and non-
lagged inputs are in general not matched.

Thus, for corr sufficiently large in absolute value, lagged
and non-lagged inputs develop with identical preferred ori-
entations and with spatial phase shifts of either 0◦ or 180◦.
For corr sufficiently small in absolute value, lagged and
non-lagged inputs develop independently, and preferred ori-
entations are not matched. The only remaining question
is what will happen for intermediate values of corr, and
the answer is shown in Fig. 7: for|corr| ≥ 0.2, receptive
fields are essentially identical to the case|corr| = 1: perfect
overlap (corr> 0) or perfect anti-overlap (corr< 0). As
corr decreases below about 0.2, there is a gradual unlink-
ing of lagged and non-lagged maps, and orientations grad-
ually become independent as direction selectivity gradually
emerges.3

In the fourth scenario described in Sect. 3.4 the correla-
tion function does not factorize into a spatial and a temporal
part. However, if patterns with all directions of motion sweep
across the retina during development, the correlation func-
tion for this scenario (see Fig. 4 in [27]) has to be averaged

3 This result (expressed in terms of eigenvalues in a form that, for the
present model, becomes|(1 + corr)− (1− corr)| ≤ 1/3(1 +|corr|), which is
equivalent to|corr| ≤ 0.2), was first obtained in the context of a different
model in [6]

over arbitrary directions and becomes isotropic. In this case
the correlation function depends only on the spatial sepa-
ration and remains unchanged whenτ and τ ′ and alsoc
and c′ interchange. Therefore, the developmental equations
can be transformed to the basis (9) to (12), as well. Using
similar arguments as above one can show that eitherJDS

or JDD dominates the dynamics. Hence, if the eigenvalues
corresponding toJDS and JDD are not degenerate, recep-
tive fields for lagged and non-lagged inputs with identical
preferred orientations and either 0◦ or 180◦ spatial phase
difference will emerge, while if they are degenerate, lagged
and non-lagged receptive fields will be uncorrelated.

In summary, direction selectivity cannot develop from
the simple linear model studied here unless (a) lagged and
non-lagged inputs develop independently, leading to non-
matching of preferred orientations, or (b) correlation func-
tions are anisotropic, and in particular are asymmetric about
zero.

5 Discussion

We have proposed a developmental model for the origins
of direction selectivity of simple cells. In our model, direc-
tion selectivity is based on the convergence of four types
of spatiotemporal input channels onto a simple cell, that is,
non-lagged ON and OFF channels and lagged ON and OFF
channels. These input channels are described by linear spa-
tial and temporal response functions.

Extending an earlier and purely spatial model of Miller
[18] to the spatiotemporal case, the development of spa-
tiotemporal receptive fields is described as a Hebbian learn-
ing process. The essential quantities that determine the out-
come of the development are spatial and temporal correla-
tions between different input channels. We have discussed
four different scenarios. The first three scenarios cover the
development before eye-opening. At this time, direction-
selective receptive fields can already be observed experi-
mentally [9]. We assume that the development during this
period is driven by uncorrelated noise in the photorecep-
tors. For the case of a weakmeancorrelation between non-
lagged and lagged channels, the maps of the two types of
temporal input develop nearly independently. If one sepa-
rately considers the spatial receptive fields of non-lagged
and lagged inputs that converge onto one cortical cell, one
will notice that these two receptive fields may have a dif-
ferent orientation and a difference in spatial phase. A differ-
ence in phase is responsible for the emergence of spatiotem-
porally non-separableand hence direction-selective recep-
tive fields, whereas a difference in the preferred orientation
of non-lagged and lagged inputs corresponds to a rotation
of the preferred orientation in time. Receptive fields with
preferred orientation that drifts in time seem to be uncom-
mon [2, 3, 26], at least in adult animals, although there are
some reports of such cells [21, 24]. A developmental mech-
anism that results in this type of receptive field, however,
could underlie the earliest development of direction selectiv-
ity, after which receptive fields could be modified by vision.
This could be tested by studying the temporal invariance of
preferred orientation in young animals. In the third scenario,
direction selectivity is due to a simple intracortical inter-
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action between two cortical maps that differ in their tem-
poral response characteristic. Again, preferred orientations
will tend to rotate in time. If one compares the outcome of a
simulation of our model with experimental data, it turns out
that both in our model and in reverse correlation studies [3],
cells with widely varying degrees of direction selectivity can
be observed, and the distribution of the direction selectivity
index for a population of cells matches well the distribution
obtained from reverse correlation measurements.

As a simple model for the development after eye-opening,
we have studied in the fourth scenario the emergence of
spatio-temporal receptive fields in an environment of mov-
ing lines or gratings. If patterns with only one particular
direction of motion are presented, the cells will develop a
selectivity for this particular direction. If multiple directions
of motion are present but receptive fields are determined
over periods in which only a subset of directions is seen,
again direction selectivity can emerge. In these scenarios,
direction selectivity develops with matched preferred orien-
tations for lagged and non-lagged inputs to a cell, and thus
without a prediction that preferred orientations should rotate
in time. This is achieved at the cost of assuming that re-
ceptive fields become determined over times in which only
a subset of directions of motion are seen, and as a result
it is difficult to avoid having a bias among the ensemble
of cortical cells for a particular subset of preferred direc-
tions. As the distribution of the directions of motion present
during receptive field development becomes more and more
isotropic, direction selectivity is gradually lost.

Concurrently with the present work, Feidler et al. [7]
suggested that inclusion of simple, biological non-linearities
in postsynaptic activation, so that plasticity is suppressed
when the postsynaptic cell receives little input, can cause a
breaking of symmetry: a receptive field can learn one or the
other direction in an environment in which both directions
are seen equally often. After averaging over input patterns,
this would mean the following. Suppose a correlation func-
tion shows peaks at non-zero spatial separation that are sym-
metrically placed about separation 0. Then receptive fields
would be able to converge to sets of lagged and non-lagged
inputs separated by a distance corresponding to one or the
other peak, rather than “averaging out the peaks” to produce
0◦ or 180◦ phase shifts as in the present model. This repre-
sents an interesting extension to the scenarios studied in this
article, and clearly should be explored further. In particular,
one would have to clarify whether direction selectivity will
still emerge in an environment of patterns with a distribution
of velocities that peaks at zero. In this case the correlation
function assumes its maximum at spatial separation zero and
it is unclear whether a symmetry breaking as described in [7]
still takes place.

One of the main assumptions underlying our model is
that an approximately equal number of lagged and non-
lagged inputs from the LGN project onto a cortical sim-
ple cell. Saul and Humphrey report on about 40% lagged
and 60% non-lagged LGN cells in the sample they recorded
from [22]. Other groups found a much lower number of
lagged LGN cells, which seems to be mainly due to differ-
ent types of electrodes used by these groups as compared to
those used by Saul and Humphrey (DeAngelis, Ohzawa and
Alonso, personal communication, 1995).

In our model we have included intracortical interactions
in a schematic way. First, synapses that link neighboring
neurons of a single cortical map are modeled by a simple
Mexican hat interaction that acts instantaneously and has the
effect of coupling the receptive fields of neighboring cortical
neurons during development. The structure of the spatiotem-
poral receptive field is assumed to be basically not affected
by this interaction function. Second, intracortical interaction
betweendifferentcortical maps has been captured in the sce-
nario of Sect. 3.3 by simply adding corresponding receptive
fields from the two maps. It has been demonstrated how such
an interaction can result in a direction-selective response. It
is well known, however, that intracortical interactions may
have further important effects on the response properties of
cortical cells, and we outline below some directions in which
our model can be modified or extended to take a more real-
istic intracortical interaction into account.

It should be noted first that, by employing a model of
linear response, we have implicitly assumed some sort of
additional intracortical processing. This is due to the fact that
the most plausible model to establish an approximately linear
response of a simple cell is a pair of neurons that inhibit each
other. The ON subregions of one of these neurons overlap
with the OFF subregions of the other, and vice versa [8].
In our model such a pair of neurons can be considered as
one entity. If both neurons cover the same input area, an
exactly antagonistic pair of receptive fields would be learned
because of the mutual inhibition of the two neurons, which
would finally result in the approximately linear response of
the cell.

Intracortical interactions could induce an additional di-
rectional bias in the spatiotemporal receptive field of the
simple cell [29]. In particular, asymmetric intracortical inhi-
bition combined with some sort of delay or low-pass filtering
could implement a sort of Barlow-Levick motion detector
[1], as in some recent models of simple cell direction selec-
tivity [5, 13, 28]. As long as this type of interaction can be
described by a linear response function, it is straightforward
to implement the additional temporal structure in a model of
spatiotemporal Hebbian learning.

Furthermore, some authors have proposed that excitatory
feedback loops balanced by intracortical inhibition might be
important to sharpen the receptive fields of simple cells and
to explain observed degrees of orientation [25] and direc-
tion selectivity [5, 12]. We did not include these sorts of
non-linearity in our model because our focus was on inves-
tigating the structure of spatiotemporal receptive fields and
their development as revealed by reverse correlation mea-
surements. The reverse correlation technique is an intrinsi-
cally linear approach.

In conclusion, we would like to stress again that our
main intention was not to explain the exact response be-
havior of simple cells, but to demonstrate how the concept
of correlation-based learning can be applied to the devel-
opment of spatiotemporal receptive fields. In doing so, we
have concentrated on the case where the convergence of
non-lagged and lagged inputs onto a cortical cell provides
the main source of temporal structure in the response of
simple cells. Whether this is actually the case, or whether
intracortical interaction is a primary source of receptive field
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temporal structure, remains an open question requiring fur-
ther experimental and theoretical studies for its resolution.
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